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General Instructions :

(i) Please read the instructions carefully.

(it) This question paper consists of 21 questions in two Sections : Section — A
& Section - B.

(iti) Section — A has Objective Type Questions whereas Section — B contains

Subjective Type Questions.

(iv) Out of the given (5 + 16 =) 21 questions, a candidate has to answer
(56 + 10 =) 15 questions in the allotted (maximum) time of 2 hours.

(v) All questions of a particular section must be attempted in the correct

order.
(vi) Section — A : Objective Type Questions (24 marks) :

(a) This section has 5 questions.

(b) There is no negative marking.

(c) Do as per the instructions given.

(d) Marks allotted are mentioned against each question/part.
(vii) Section — B : Subjective Type Questions (26 marks) :

(a) This section has 16 questions.

(b) A candidate has to do 10 questions.

(c) Do as per the instructions given.

(d) Marks allotted are mentioned against each question/part.
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(TS THR & TH)
1. TSHTROS il T feu 7u 6 Uo7 | & forgl 4 91 o ST iU | 4x1=4
(i) U Afad b Sfddcd 1 FUMH A o e § FFM &1 01 €9 7

(A) Flexible Framework Model = (B) Functional Flexibility Model
(C) Focused Feedback Method (D) Five Factor Model

(i) fr=ferRea o @ forg e 61 AT ITE 3794 ITW T HATA Hd §Y HL TR & 2
(A) T el Shi TSI
(B) en-fazam
(C) TH W Hifges TEIEHAT (monetary resources) 1 3UeTsd T 8T
(D) SifRem - i &Fwa

(i) fr=faiea o @ ufeea aisd@ (Active Voice) e i 8= hHIfT |

(A) B W R AW ST W | (B) e #om gr foredt S &t 2 |

(C) e e ferm @i 2 | (D) ©T gRI EIHereh fehart 72 |
(iv) T IS (presentation) H 78 &ATES SIed o foTt SMidehe i (key) B :

(&) Ctrl + N (B) Ctrl+ Alt + N

(C) Ctrl+M (D) Ctrl+ Alt+M

(v) 39 JARTM (motivation) & fol& T 3reg T=NT foham ST 8 S sl Wiiaifyes
(external rewards) o T T i o 37T H AT & ?
(A) «meI (Extrinsic) A8
(B) é?l’vfaﬁ:_g' (Increment) TRTOM
(C) 3mafes (Intrinsic) 3TTTSROT
(D) WrcaTEA-3menia (Incentive-based) ATTET
(vi) I Sifeq % ded H U eHIast (Appropriate Technology)
TEIIEATS R ST JATEoT 315 & 3R T STeavaeshdlai & 31T 2 |
(A) NI-%hd (large-scale) (B) W(a1-Thet (small-scale)
(C) foTe-=het (remote-scale) (D) Acg-Thet (old-scale)
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Section - A

(Objective Type Questions)

1. Answer any 4 out of the given 6 questions on Employability Skills. 4x1=4

(1) With reference to describing an individual’s personality, FFM stands
for :

(A) Flexible Framework Model (B) Functional Flexibility Model
(C) Focused Feedback Method (D) Five Factor Model

(11) Which of the following is a barrier that entrepreneurs may face while
running their ventures ?

(A) Availability of skilled labours
(B) Self-confidence
(C) Unavailability of monetary resources on time
(D) Risk taking capability
(111) Identify the active voice sentence from the following :
(A) The game was won by the home team.
(B) The report is being written by the manager.
(C) The manager is writing the report.
(D) The homework was done by the student.
(1v) The shortcut key to add a new slide in a presentation is :
(A) Ctrl+N (B) Ctrl+Alt+ N
(C) Ctrl+M (D) Ctrl+Alt+M

(v) Which term 1s used for motivation that comes from within an
individual rather than external rewards ?

(A) Extrinsic motivation (B) Increment motivation

(C) Intrinsic motivation (D) Incentive-based motivation

(vi) With respect to green jobs, an Appropriate technology is the
technology that is environment friendly and suited to local

needs.
(A) large-scale (B) small-scale
(C) remote-scale (D) old-scale
368 Page 5 of 24 ~ P.T.O.
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(i)

g1y fop Frafefigd wo w8 a1 319

21T TTgaEt & Twey H, Ul i IER BT (user data) T THHTA TQTH THT
I |

Frfafaa feemm (histogram) Fm eoiaT 8 ?

&)
Lo—
—
]
O_
—
1
0

g | | | =

T T 1T T 11

-3 -1 1 2 3

X

(A) IHERTe TfAfed (Univariate Analysis)
(B) wTgaftue wATfeAte™ (Bivariate Analysis)

(C) wdaftue wfarf™ (Multivariate Analysis)
(D) FET (Clustering)

(iii) 39 TSMeH (algorithm) T 919 SATSY ST s decision trees o TUMHT o

JATYT I ‘El'i’:Wl’—[ (predictions) ST & |

(A) FATHBhIH Teien (Classification algorithm)

(B) -1 =i (K-means clustering)

(C) ¥eH ®BRE Tenieed (Random Forest algorithm)

(D) - v Tenien (K-nearest neighbour algorithm)

(iv) = gt faeiwar K-Nearest Neighbours (K-NN) algorithm 1 9 it & ?

(A) o AT (Lazy learning) 3R WHfes T (parametric learning)
(B) ¥R «@MT (Eager learning) 3R SH-Tmis @HT (non-parametric

learning)
(C) ot & (Lazy learning) 3R A9-9tmifdss &1 (non-parametric
learning)

(D) TR AHT (Eager learning) IR al'l'ﬁ'@% AT (parametric learning)
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Answer any 5 out of the given 6 questions. bx1=5

@)

(i)

(iii)

@)

State whether the following statement is True or False :

In terms of data privacy, companies are considered the sole owners of

user data.

The following histogram represents :

=]
LO —
—
5
s 8 4
Q —
>
. =HARREE_
T T T T T
-3 -1 1 2 3
X
(A) Univariate Analysis (B) Bivariate Analysis
(C) Multivariate Analysis (D) Clustering

Name the algorithm which makes predictions based on the outcomes

of several decision trees.

(A) Classification algorithm

(B) K-means clustering

(C) Random Forest algorithm

(D) K-nearest neighbour algorithm

Which characteristics describe K-Nearest Neighbours (K-NN)
algorithm ?

(A) Lazy learning and parametric learning

(B) Eager learning and non-parametric learning

(C) Lazy learning and non-parametric learning

(D) Eager learning and parametric learning

Page 7 of 24 ~ P.T.O.



3.

368

V)

(vi)

E4E
e
ELI] ﬁIWT{% (crop growth) o &= Tee 3N 981 & fHfvad T & o woa
gfg &1 w1 i ST A o fTT fove Tohr o1 forweisoT 3uer @ 2
(A) wTHIAHIE (Classification)
(B) =i (Clustering)
(C) <ff=r fe™ (Linear Regression)
(D) feHiem & (Decision Tree)
IcITE S FTeft JETEE Ig YAITHH oA o fore fh foheft Tmaes o wrn 3carg wilier
1 GUTEAT 7, TehHSIE 399 (recommendation engines) <l T A B | TR
S forereh TTeem § fohar Siran & 2
(A) Wﬁﬁh (Supervised Learning)
(B) FHuETESS @ (Unsupervised Learning)
(C) TeAwHe AT (Reinforcement Learning)
D) aﬁ[m was AT (Natural Language Processing)

fd T 6 WA 1§ Topegl 5 Al o IR T | 5x1=5

@)

(i)

CCPAH Ui ®U 2 :

(A) California Consumer Privacy Act
(B) Children’s Consumer Privacy Act
(C) California Consumer Public Act
(D) Children’s Consumer Public Act
Teh SIEHE T fIfE 81T (missing data) o1 g8t i & fore f=fefad @ @ 9
A= qehieh § 2
1. S0 U HicH g |
2. Tufgm a@ﬁ (missing values) 9Tt 1 st Ufed &M |
3. Tafdm a1 d Aftuset (variable) & W (mean) 31 HIE (mode) % T8 3l I3
ST |
4., ffimsa s R BeTIAaER |
5. hisisH a?i[\(random value) ST |
(A) 132 (B) 233
(C) 334 (D) 435
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(v) Which type of analysis is suitable for examining the relationship

between rainfall and crop growth and the amount of crop growth for

a certain level of rainfall ?
(A) Classification (B) Clustering
(C) Linear Regression (D) Decision Tree

(vi) A website selling products uses recommendation engines to predict

what products a customer is likely to purchase. This functionality is

achieved through :
(A) Supervised Learning (B) Unsupervised Learning
(C) Reinforcement Learning (D) Natural Language Processing
3. Answer any 5 out of the given 6 questions. bx1=5

(1) CCPA stands for :
(A) California Consumer Privacy Act
(B) Children’s Consumer Privacy Act
(C) California Consumer Public Act
(D) Children’s Consumer Public Act

(11) Which of the following are common techniques for handling missing

data in a dataset ?
1. Remove the entire column of data.
2.  Remove the row of data with missing values.

3. Insert a value close to the mean or mode of the variable with

missing data.
4. Leave the missing data as it is.

5. Insert a random value.

(A) land?2 (B) 2and3
(C) 3and4 (D) 4and5
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(iii) FemfafheryH & (Classification tree) % AW H, ST ST (unseen data) W

@)

V)

(vi)

YEEE 1IN ek fRU I § |

(A) T (Mean) (B) wferst (Median)

(C) g (Mode) (D) RMSE

AT Bt TR (curse of dimensionality) K-Nearest Neighbours (K-
NN) algorithm & THTH ! fehH TehR THTId HLt & 2

(A) K-NN 39e aRused (input variables) @l Sgdl T@T % @1 31
DT WHIH HLAT B |

(B) K-NN 379¢ aftusied ! sl TEa1 % a1 Geleh &9 8 HSYE I AN
T o ol T AT 2 |

(C) K-NN 5¢ 55 I TTaR oh HRUT 3Aeeh 374 INTa & 3R 37 e
FIAEE |

(D) K-NN 3Ye dftused St agdt 5 J&I o 1Y IRA™H (outliers) o Fid
T HAGICT o ST 8 |

sifirpem (A) : aTfE-Sied Tigw ¥, T B 3R T W § 30y (RMSE
value) ST 3R e TG o FTT 3T Th SER AiSd ST 2 |

&RUT (R) : T 9t RMSE value STt 8 o dise g1er & fou gt g fhe 2 |

(A) (A) 3T (R) G &1 2, 3T (R), (A) 1 Tt TSR 2 |

(B) (A) 3R (R) aHi wEl &, W (R), (A) =1 Hel THEHT & 2 |

(C) (A WEIE, W (R) T2 |

(D) (A)Teia ®, g (R) @1 2 |

wared fop ffaRaa oM T & =1 3/

FARNT dhfis (Clustering Techniques) a9 o] &It ¥ W& 3retwil

(instances) ! STeh(ceh THEI | TorwTio feRaT ST &1 |
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(111) In case of a classification tree, predictions on unseen data are made

using the
(A) Mean (B) Median
(C) Mode (D) RMSE

(iv) How does the curse of dimensionality affect the performance of the
K-Nearest Neighbours (K-NN) algorithm ?

(A) K-NN performs better with an increasing number of input

variables.

(B) K-NN struggles to predict the output accurately with an
increasing number of input variables.
(C) K-NN becomes faster with more input variables due to

increased computational power.

(D) K-NN becomes less sensitive to outliers with an increasing

number of input variables.

(v) Assertion (A) : In real-life scenarios, a small RMSE value indicates

a better model fit to the data and higher accuracy.
Reason (R) : A large RMSE value suggests that the model fits the

data well.

(A) Both (A) and (R) are true, and (R) is the correct explanation of
(A).

(B) Both (A) and (R) are true, but (R) is not the correct explanation
of (A).

(C) (A) 1s true, but (R) 1s false.
(D) (A) is false, but (R) is true.

(vi) State if the following statement is True or False :

“Clustering Techniques apply when the instances are to be divided

into natural groups.”

368 Page 11 of 24 ~ P.T.O.



4.

368

(=] =]
m{%
=
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@

(i)

(iii)

@)

Frafarftaa o & 19 321 Ugedt (data privacy) ol THTNG Har 8 2

(A) =afFaE @1 97 FEfa e @1 iR foh 3T =fdara gaan 8 usta
T T <Y AT R |

(B) HTeh{eT 32T o foTq ST T Tehad 7 & foaw waraHi =ht gifired |

(C) @t wiewhmT W ST T i ST 9 o FISH T |

(D) STTHUH o 31 b ToTC foT T SAfFaTa T 1 T=AM |

forelt 3ret WX % YAl 1 qEIEH SSEA Il T, T H B (T FHS),
srafeufa it gt 1 31y S8 SRl | i wear 8 | 39 uigy & fag e @
fergetwur @i (analysis technique) 3T 2 ?

(A) JIHERWe (Univariate)

(B) SENWE (Zerovariate)

(C) wedaftme (Multivariate)

(D) 3Ifafwe (Univariate) 3R gediaftug (Multivariate) g

K-Nearest Neighbours (K-NN) TeIRen fohd Temd fagra W ATt il & ?

(A) 1 3Tissae (Objects) HHM I &, 3h! T 3TeRT gL foud B %1 B ¢ |

(B) I Afsi#e (Objects) HHH &ld &, 37kl T Satdis (random) AT W
g HIad R |

(C) i 3fissi#e (Objects) H9H 2Id &, 37l Jgfd fo@ (scattered) T |
fR@ERH a2 |

(D) i s (Objects) EHM BId 8, Ikl Sl Teh AL o Tehe o B
B2 |

Linear regression fh8 YR % variable sl qgl'f’fl‘l? HATR ?

(A) gwE (Categorical) (B) 19U (Discrete)
(C) ¥dad (Continuous) (D) W(Binary)
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4. Answer any 5 out of the given 6 questions. bx1=5

(1) Which of the following defines data privacy ?
(A) The right of individuals to control how their personal

information is collected and used.

(B) The obligation of organisations to collect personal information

for marketing purposes.

(C) The wunrestricted sharing of personal information across

platforms.

(D) The use of personal information without consent for research

purposes.

(11) Prediction of house prices in a city depends on factors such as the
number of bedrooms, size of the house (square footage), location and
age of the property. Which analysis technique is appropriate for this

scenario ?

(A) Univariate

(B) Zerovariate

(C) Multivariate

(D) Both Univariate and Multivariate

(111) Which fundamental principle does the K-Nearest Neighbours (K-NN)

algorithm oparate on ?
(A) Objects that are similar tend to be located far apart.
(B) Objects that are similar tend to be located at random distances.

(C) Objects that are similar tend to be located in a scattered

manner.

(D) Objects that are similar tend to be located close to each other.

(1v) Which type of variable does linear regression predict ?

(A) Categorical (B) Discrete
(C) Continuous (D) Binary
368 Page 13 of 24 ~ P.T.O.
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(v) = fenmn qST"iFIT CR
y ~ £(x, B)
&l x seluee diusey (independent variables) 1 T& vector 2 3R y feuge
aftwaet (dependent variable) ® |
Frferiaa ® @ Iugea fuee 1 g K |
(A) fifer fgem (Linear Regression)
(B) A-<fif¥=r fasm (Non-Linear Regression)
(C) I f@H (Correlation Regression)
(D) T SRR f@em (Multiple Linear Regression)
(vi) Towwar &1 uar @ (anomaly detection) H JAYIETESS AT T W‘{Uf
TAIhIH T 8 ?
(A) wHE 2 (Structured data) H e 1 Ug== HET |
(B) <1 @T3eH i Sifewig-s AR § sfiehd LT |
(C) 31T 2T WITEH < Ul ThTHT |
(D) el gfom (future outcomes) i ‘El'ffﬁﬂ T

e T 6 I H 9 TRl 5 TEAT % ST G | 5x1=5
(i) COPPA®HIqUi&d? Online Privacy Protection Act.

(A) California’s (B) Children’s

(C) Center’s (D) Channel’s

(i) M &1 HeF feige IRTEA (dependent variable) St Fehfd o YR W fowm
IR FATTHTRSIA 9 (regression and classification trees) & ST T T&l
U LT & ?

(A) Regression trees #dd (continuous) feuge aftused & fog RERCH] g,
SEfeh classification trees gHE (categorical) feuee aftwaey & fom
I ¢ |

(B) Classification trees @ad (continuous) fedee aftuaey % fow EERCH] g,
Sefeh Regression trees qWy (categorical) feuge aftusem & fofu
I E |

(C) Regression 3T classification trees @HI Hdd (continuous) feuse
Afused % 7T 3ug 2 |

(D) Regression 3R classification trees SFI e (categorical) feuge
Aftused % fotu Uz & |
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(v) Consider the formula given below :
y ~ £(x, B)

where x is a vector of independent variables and y is the dependent

variable.

Identify the type of regression from the following.

(A) Linear Regression (B) Non-Linear Regression

(C) Correlation Regression (D) Multiple Linear Regression

(vi) What i1s a significant application of unsupervised learning in
anomaly detection ?

(A) Identifying patterns in structured data
(B) Classifying data points into predefined categories
(C) Detecting unusual data points

(D) Predicting future outcomes

5. Answer any 5 out of the given 6 questions. bx1=5
1) COPPA stands for Online Privacy Protection Act.
(A) California’s (B) Children’s
(C) Center’s (D) Channel’s

(11) Which statement correctly describes the use of regression and
classification trees based on the nature of the dependent variable ?

(A) Regression trees are suitable for continuous dependent
variables, while classification trees are suitable for categorical
dependent variables.

(B) Classification trees are suitable for continuous dependent
variables, while regression trees are suitable for categorical
dependent variables.

(C) Both regression and classification trees are suitable for
continuous dependent variables.

(D) Both regression and classification trees are suitable for
categorical dependent variables.

368 Page 15 of 24 ~ P.T.O.
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(ii) fr=fafed foar (diagram) = eiar e

(iv)

)

(vi)

Iteration 1 | Test | Train|Train |Train | Train

Iteration 2 Train| Test | Train|Train |Train

Iteration 3 Train|Train| Test | Train |Train

Iteration 4 Train|Train|Train| Test | Train

Iteration 5 Train|Train|Train|Train| Test
(A) hig fetes (Cross validation) (B) T@INE (Regression)
(C) wemfafthersd (Classification) (D) =et #eaad (Neural Networks)
iR f@™M (Linear regression) # best fit s line &1 FuRor wd oo
rfeh 221 WTEeH ¥ line &1 deviation =HaH i o fote o #ft fafer s <6
STt & 2
(A) Sum of Squared Errors (SSE) i 3tferehan T |
(B) Mean Absolute Error (MAE) ﬁ?ﬁlﬂ'ﬂi h{AT |
(C) Principal Component Analysis (PCA) =T Y& AT |
(D) F-statistic = 1A (Optimise) T |

freferfiaa o gufar 2 -
100000

50000

Revenue

3 4 5 Year

6

O 0-50000 O50000-100000
(A) AR fgeA (Linear Regression)

(B) wedi-ehfer fgee (Multi-Linear Regression)

(C) FATHThehe (Classification)

(D) I (Correlation)

K-means algorithm T 19 i gHE G <hl ggfd 3T‘1I"r|T'sc St g ?
(A) TUfeue fedie (Gradient Descent)

(B) UaHeyH — BfegaesivH (Expectation-Maximisation)

(C) Tefas &= (Decision Trees)

(D) T T & (Support Vector Machines)
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(i11) The following diagram represents :

Iteration 1 | Test | Train|Train|Train|Train

Iteration 2 Train| Test | Train|Train|Train

Iteration 3 Train|Train| Test | Train|Train

Iteration 4 Train|Train|Train| Test |Train

Iteration 5 Train|Train|Train|Train| Test

(A) Cross validation (B) Regression
(C) Classification (D) Neural Networks

(iv) When determining the line of best fit in linear regression, which
method 1s used to minimize the deviation of the line from the actual
data points ?

(A) Maximising the Sum of Squared Errors (SSE).
(B) Minimising the Mean Absolute Error (MAE).
(C) Using Principal Component Analysis (PCA).
(D) Optimising the F-statistic.

(v) The following graph represents :

100000
50000
0 Revenue
3 4 Year
5 6
0O 0-50000 O50000-100000
(A) Linear Regression (B) Multi-Linear Regression
(C) Classification (D) Correlation

(vi) Which problem-solving approach does the K-means algorithm employ ?

(A) Gradient Descent (B) Expectation-Maximisation
(C) Decision Trees (D) Support Vector Machines
368 Page 17 of 24 ~ P.T.O.
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3x2=6

(Forvaaies TR & U9A)
USRI i T fed 7= 5 g3t 4 9 fordl 8 T9al &1 Icdieh o1 I 20-30 Sreai |
difaTe |
Tsh dTH (sentence) T articles 9T 3 ? WH IR 1 3egW01 ot €T fS98 article <1
T fe@mn T ET |
et & 8 Tehsfic W fomm Hifse
| A B C b | E |

1 |S. No. Item Quantity | Price [Amount

2 1 Pen 10 60

3 Glue stick 11 45

4 | 3 |Notebook 11 75

5 4 |Register 19 90

6 5 |Scale 5 5
(a) wISHMeH, T Biel Uh sign @ IR EATR |

(b) T-fees & fofu TR (amount) hetgpere i & forw wifen e | @l goxr
(Price) x AT (Quantity) % &9 H shelgpere sl STt 7 1)

Frafafga =afeaca fowml (personality disorders) = Tg=m= hifsg 3R 3961 AW

S

(a) Teh faerr former e & — 3rcafies 3Tcn-Heg, JA9amed shi iU sTersaendr,
frofar o = ford gadl W forfean ST wehTehi & are |

(b) T Toepr Fore =afed o forweme shtd 2 o6 o gEti @ 918 €, 34 HelgT (empathy)

61 HHI Bl B 3N A AT ITATT Rl T@T-TTeR @ Hd 2 |

UTEE (transportation) H A Sfed 1 9l HIfST |

10. T % STHI o Toheal S Ui b1 JU HITTT |

368
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Section - B

(Subjective Type Questions)

Answer any 3 out of the given 5 questions on Employability Skills in
20-30 words each. 3x2=6

6. What are articles in a sentence ? Also give an example of a sentence

exhibiting the usage of article.

7.  Consider the following worksheet :
| A B C b | E |
1 S No. Item Quantity | Price [Amount
2 1 |Pen 10 60
3| 2 |Glue stick 11 45
4 3 [Notebook 11 75
5 4 |Register 19 90
6| b5 |Scale 5 5

(a) In a spreadsheet, every formula starts with a/an sign.
(b) Write the formula to calculate the amount for Glue-stick. (Amount is

calculated as Price x Quantity)

8. Identify and name the following personality disorders :

(a) A disorder characterised by intense self-doubt, a constant need for

reassurance, dependency on others for decision-making, and

avoildance of solitude.

(b) A disorder where individuals believe they are superior to others, lack

empathy, and exaggerate their own achievements.

9. Discuss green jobs in transportation.

10. Discuss any two qualities of a successful entrepreneur.
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few e 6 el 1 9§ feredi 4 T T Tcdeh 1 IR 20-30 wsal H ST | 4x2=8
11. ToTfeeh AW 3R SeTcts T ITRErR T gHfvad & § 39 Tg™ T AR <d 7Y,
TigearR o 3R Se1 yaya | qafed g fifawes feen-féen (ethical guidelines)
1 T8 HIfTT |

12. fare aftuae =1 fagewon (univariate analysis) Exc i 1%1?@31&6 Teh ThR e/
T 3R &1 Afuser & o9 GaY &1 fIwewor (bivariate analysis) S & Tt T TR
= 91 / UT% <Rl A9 §dTSY |

13. 0 WAMATE (data analysis) | shid afeTes™ (cross-validation) s &8 HifST |

14. f@em 5 (Regression trees) IR FATRehs &S (Classification trees) & &=
e 35 7 2 forg TR |

15. & M9 =W fgfaww@ (Root Mean Square Deviation) 31 2 ? 221 fargeiwor d s&ent
SR AT R 2

16. F< siagHe (Text documents) I FaAT T Jomferi 3R FepHeyH oM
(recommendation engines) % o1t 3= W AT B IR ‘oﬁfﬂo‘d HH P
T T 3Teh! T g @Ml (content similarity) % STHR T GHERA fohaT STl
21
3G Tl U W 4 Al TS IAYUETESs AT (unsupervised learning) 9 i
g HIfTT, 37 aftarfid Shifere |

fea T3 5 T ° O foredi 8 T9AT BT Tk T I 50-80 el H ST | 3x4=12
17. PDP <! forar @ ferfgw 37t T hifse |

18. uediaftue 3Hfeafda (Multivariate Analysis) i R & GUHATST | 3194 3T i Eﬂ'\g
T A © A Teh 3T ST |

19. fsfasm & Baveretsht (Decision tree methodology) ST YT &H & I3 IR ATH
EGIE
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Answer any 4 out of the given 6 questions in 20-30 words each. 4%x2=8
Explain two ethical guidelines relevant to software development and data

management, emphasizing their importance in ensuring societal benefit

and responsible use of technology.

Name one type of chart/graph suitable for analysing a single variable
(univariate analysis) and one type for analyzing the relationship between

two variables (bivariate analysis).
Explain cross-validation in data analysis.

Mention any two points of differentiation between Regression trees and

Classification trees.

What is Root Mean Square Deviation ? Why it is used in data analysis ?

Text documents are often grouped based on their content similarity to
efficiently organize and categorise them for information retrieval systems
and recommendation engines.
Identify and define the unsupervised learning method utilized in this
context.
Answer any 3 out of the given 5 questions in 50-80 words each. 3x4=12
Expand and explain PDP.
Explain Multivariate Analysis in detail. Give at least one example to
support your answer.
List any four advantages of using a decision tree methodology.
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20. 36 7 6 HEH Tgot Ush SRR TRY fohaT | 75 <@ T © 56 3Heh 311 Idish WA oiga
At oSl ¥ (exponentially) S@&dt 2 |

(a) 3TN % 3T h! Y Pl TIFH & AT I9FF regression model Hl Tg=H
HIT |
(b) Regression model T HiHwT/ TR Al |

(¢) YU Tt Regression model &1 €M ST Shicd(—eh ST o 1Y U =10
TR I |

21. (a) Clustering Irsg sl gieuTT GfoTT | arxaferss Sfiad & ITET0T o BT 319 3T Hl
T ot |

(b) TF=I T clustering Tgfaat o 7m0 3T |
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20. Aarush started a business 6 months back. It has been noted that his

income increases exponentially every month.

(a) Identify the appropriate regression model to illustrate Aarush’s score

trend.
(b) Write the formula/equation for the regression model.

(¢ Draw a sample chart with dummy data depicting the above

discussed regression model.

21. (a) Define the term clustering. Support your answer with a real life

example.

(b) Name any two clustering methods.
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