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INSTRUCTIONS

1. The question-cum-answer booklet  has
32 papges and has 25 questions. Please
ensure that the copy of the question-cum-
answer booklet you have received contains
all the questions.
2. Write yvour Registration Number, Name
and the name of the Test Centre in the
appropriate space provided on the right side.
3. Write the answers to the objective
questions against each Question No. in the
Answer Table for Objective Questions,
provided on Page No. 7. Do not write
anything else on this page.
4. Each objective gquestion has 4 choices for its
answer; (A), (B), (C) and (I)). Only ONE of
them is the correct answer, There will be
negative marking for wrong answers to
objective questions. The following marking
seheme for objective questions shall be used ;
{a) For each correct answer, vou will be
awarded 6 (Six) marks.

(b) For each wrong answer, vou will be
awarded -2 (Negative two) marks.

(¢) Multiple answers to a guestion will be
treated as a wrong answer.

id} For each un-attempted gquestion, you
will be awarded 0 (Zero) mark,

fe) MNegative marks for objective part will
be carried over to total marks.

5. Answer the subjective guestion only in the
space provided after each question.

6. Do not write more than one answer for the
same gquestion. In case you attempt a
subjective question more than once, please
cancel the answer(s) you consider wrong.
Otherwise, the answer appearing last only
will be evaluated.

7. All answers must be written in blue/black/
blue-black ink only, Sketch pen, pencil or ink
of any other colour should not be uzed.

8. All rough work should be done in the space
provided and scored out finally.

9. No supplementary sheets will be provided
to the candidates.

10.Clip board, log tables, slide rule,
calculator, cellular phone or electronie
gadgets in any form are NOT allowed.

11.The guestion-cum-answer booklet must be
returned in its entirety to the Invigilator
before leaving the examination hall. Do not
remove any page from this booklet,

12.Refer to special instructionsfuseful data on
the reverse.
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READ INSTRUCTIONS ON THE LEFT
SIDE OF THIS PAGE CAREFULLY

REGISTRATION NUMBER

Test Centre :

Do not write your Registration
Number or Name anywhere else in
this question-cum-answer boolklet.

I have read all the instructions and shall
abide by them.

Signature of the Candidate

I have verified the information filled by
the Candidate above.

Signature of the Invigilator
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10.

11.
12.

13.
14.

Special Instructions / Useful Data

In @ : Natural logarithm of a positive real number o .
R : Set of all real numbers

%% 3-dimensional Euclidean space.
.‘JET : Transpose of a column vector x.

fla): The first derivative of a function f at the point x =a.

For an event E, E® denotes the complement of E.

i.i.d. ; independent and identically distributed.

N (g, o ): Normal distribution with mean # and variance &,

X is Exp (A) random variable means that the probability density

funetion of X is
Ade ™. 230, Ai=0
j = H T 3
1) {U. otherwise.

X is Gla, A) random variable means that the probability density
function of X is

Fle |, 2) = —I%ix“'le‘jf, x>0, >0, 1>0,
0, otherwise.
#> i Chi-square random variable with n degrees of freedom.
t, : Student’s ¢ random variable with n degrees of freedom.
P(x? <9.15)=0.48, P(#}, <18.30)=0.95.
Plt; =2.3)=0.975, P(t; <1.9)=0.95.
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IMPORTANT NOTE FOR CANDIDATES

Questions 1-15 (objective questions) carry gix marks each and questions
18-25 (subjective questions) carry fiweniy one marks each.

Write the answers to the objective gquestions in the Ansiver Table for
Objective Guestions provided on page 7 only.

Q.1

Q.2

Q.3

Let E and F be two events with P(E)>0, P(F|E)=0.3 and P(ENFC)=0.2. Then
P(E) equals

1
(A) 7 (B)

=~1| b2

4
(G 7 (D)

=1|&r

Let X,,..., X, beiid. random variables with the probability density function

2"
fla]8)=y 2’
0, otherwise,

x=8,
where 8 (>0) is unknown. Then the maximum likelihood estimator of & is

il

¥z
n 1 I
(A) [HXIJ (B) ;;;111 X,

() max{X,,. X} (D) min{X,..., X,}

The value of

equals

{A) (B) — {C}

W | b

(D}

=
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Q.4

Q.5

Q.6

Q.7

Q.8

The value of

j“[e—frﬂ'] dx dy,
&

where §={(x,y):0<x<1,¥>0,1<x+y<2}, equals

(A) 1 {By 2 (C) el-e? (D) e®-e

Two coins with probability of heads # and v, respectively, are tossed independently. If
FPi{both coins show up tails) = P{both coins show up heads), then © +v equals

(A) i (B) «©) @™ 1

1 3
2 4

Let f be a thrice differentiable function on [-#/6, 7/6] such that f{x)=1+{(f(x)). If
f(0)=1, then the coefficient of x* in Taylor's expansion of f about zera is

(Ay 2 B) 3 ) 4 Dy 5

Let X be a diserete random variable with

2e¢1 (1Yo

Pix<m)=2° {1V "2 r.019..
( ]3.’4’,!+[3] 3

Let E ={0,2,4,..}. Then P(X<c E) equals

@ 2422 @ 2,1 © -l o Lil-
123 12 '3 12 3 123

Let X and ¥ have the joint probability mass function

1 n+2kl
P{X=nY¥ :k]z[-i] con=—k -k+1,...; £=1,2, ..
Then E {¥) equals
(A) 1 (B) 2 (C) 3 (D) 4
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Q.9

Q.10

Q.11

Q.12

Q.18

If X, and X, areiid. N(0,1) random variables, then P{X? + X? <2} equals

(A) et (B) e () 1-et (D) 1-e7®

Let f: R — R be a function defined by

xm, x=0,

—|x[¥%, x=<0.

f{x}={

Then fis
{A) continucus everywhere, but not differentiable at x =90.
(B) differentiable everywhere except at x =0.

{C) differentiable everywhere, but not twice differentiable at x =0.
{I} differentiable infinitely many times everywhere.

T
X

Let P=—— be an nxn {(n >1) matrix, where x is a nonzero column vector. Then
rx -

which one of the following statements 13 FALSE?

(A) P is idempotent {B) P is orthogonal
(C) P iz symmetric (D} Rank of P is one

Let X and ¥ be i.i.d. binomial random variables with parameters n and 1/2 and let Z be
another binomial random variable with parameters 2n and /2. Then P(X =Y) equals

{8) P(Z=0) {BY P{Z=n) (C) P{Z=2n-1) (D P(Z=n=+1)

Let X be arandom variable with the probability density function
280 +1-6, 0=<x<l, -1=<8<],

rle1o)={

0, otherwise,

Based on a sample of size one, the most powerful critical region (rejection region) for
testing H, :8=0 against H, :8=1 at level a=0.2 is given by

4 2 L 4
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Q.14

Let P= {Pu} be a 50 x 50 matrix, where p, =minii, j}; i, j =1,

A

..., 50. Then the rank of P

equals
(A) 1 (B} 2 (C} 25 (D) 50
@15 If Xisa G(2,1/2) random variable, then P(X > 4) equals
(A) 3e7* (B) 27 () e* (D) 0.5
Space for rough work




Space for rough work
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Space for rough work
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Answer Table for Objective Questions

Write the Code of your chosen answer only in the ‘Answer’ column against
each Question No. Do not write anything else on this page.

Question
No.

01
02

Answer Do not write In this column

03
04
05
06
07

08
09

10

11

12
13
14

15

FOR EVALUATION ONLY

No. of carrect answers Marks | (+)}

No. of incorract answers Marks | {~)

Total marks in gquestion nos. 1-15 ()
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Q.16 {a} Let X and X, denote the Lifetimes (in months} of bulbs produced at factories

{b}

Fy, and F, respectively. The random variables X, and X, are Exp (1/8) and
Exp (1/2) respectively. A shop procures 80% of its supply of bulbs from factory F,
and 20% from factory F,. A randomly selected bulb from the shop is put on test

and is found to be working after 4 months. What is the probability that it was
procured from factory F,? (1

Let X be a G(4,4), >0, random variable. Find the value of 1 that minimizes

3
= —_ 9
E(Y) where Y =X + (9)
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Q.17  The probability density function of & random variable X is

B—I, —-1l=x=1,
2

fix)= E;—x, l<x<3,
a, otherwise.

Find the cumulative distribution function and the probability density function of
Y =|X|. Also, find the median of the distribution of ¥. {21)
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Q.18

A

Lel the joint probability density function of continuous random variables X and ¥ be
given by

f{x?.}'}z (47} ’

0, otherwige.

O<x<y<es, a0, >0, e g,

Find the conditional probability density function of ¥ given X =x (x>0) and the
correlation coefficient between X and ¥, {21)
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Q.19

(a)

{b)

A

Let X,, X,, X 3 be iid. random variables with the probability density function

1+8x

= —l<x<l; -1<@<l,
flx|8)=4 2 .

0, otherwise,

Find the method of moments estimator {T) of & Let $=X,+2X, be another
estimator of 4. Find the efficiency of T relative to S. (12)

Let X,,...,X, be independent random variables with X; having a N(6,1/i)
distribution, #eR; i =1,..., n. Find the maximum likelihood estimator of &. {;M
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Q.20

{a)

(b}

A

Consider the simple linear regression model
y=a+fx +e, i=1,..,n,
where £,’s are 1.i.d. random variables with mean D and variance o, Suppose that
we bhave a data set (x,,y),.,(x,,y,) with =10, 2.5, =50, 3y =40,
3 ]

Zx? =500, Z ¥: =400 and fo ¥; =400. Find the least squares estimates of
; ;
e and #. Also find an unbiased estimate of 2. {12)

Let {1,2,3,4,5,6,7,8,9} be the set of observed values of a random sample from a

N (;t, -:rz) distribution, where bothk # and o° are unknown. Find a 95% confidence
interval for .

(You may take the value of ,f5/6 as0.9.) (9)
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Q.21

Let X,,...,X; beiid random variables with the probability density function

le"m, x>0, 80,

flx|8)=

&
0, ctherwize.

Find the power of the most powerful test for testing H,:6=1 against H, :#=2 at the
level a = 0.04. (21}
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Q.22 fa) Ewaluate

Lim [lz — } (12)

be a sequence of real numbers such that @, =1 and lim &, =3. Find

R

(b Let {a,}

el

the value of i[ﬂﬁu ~a?l. (9

A=l
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Q.23

{a) Test for the convergence of the senes
Sf-e ) n|1+=]. (12)
r=1 n

(b} Determine whether the function

.‘.t:lj'+_':|,.'4 .
f(x,y}: xﬂ_u,ﬂ* { :.}'):{u,ﬂ'],

0, {x,_}r}: (ﬂ: ﬂ:}:
iE continucus at (ﬂ', D). {9
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Q.24 (a) Find the area of the smaller of the two regions enclosed between

x? 2

=+ =1 and =x. (12}

9 2 Y

{b) Ewvaluate

wm oy=1 ¥ -
I Ie“l dx dv . {9
1 0
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Q.25

(a)

(b)

Solve the differential equation
(x+y+2)dy-(y+2)dx =0. {12}

Consider the linear transformation L : R* = R® given by
Li{z,y,z)=lkx+y+tz, x+bky+z, x+y+hz).

Find the matrix F asscciated with the above transformation with respect to the
standard basis. Further, find the values of & for which P has zero as one of its eigen
values. (9}
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Space for rough work
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Space for rough work
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Space for rough work
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